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1. Introduction

Inorderto reduce thetedium ofexperiments inpaired comparisons
fractionation of pairs can be made. The methods offractionation
lead to an important fraction labelled symmetrical pairs. If there
be t stimuli designated by S^, S.^, ... , S<, the symmetrical pairs are
SiS^, S2S3, St, StS,. Symmetrical pairs are very useful
for sensory testing, testing preferences for industrial products,
building materials, consumer protection and guidance, market
research, certification marking for standardisation etc. For assess
ment of quality of different products at reduced cost the method is
very useful. It is also useful m testing trends in treatment ratings.
Some designs for fractional pairs are given in Sadasivan (1970).
Amodel, for symmetrical pairs was given in Sadasivan and Sunda
ram (1974). In the present paper properties of two different mathe
matical models for evaluation of experimental data from symmetrical
pairs have been studied.

2. Bradley-Terry Model Without Ties

2.1. The Model

Let the true ratings for the t treatments be tej, nj, ..., on a
particular subjective continuum such that 7Ci>0 and 27ti=l. The
probability that treatment i obtains top ranking when treatment i
appears with treatment J in a block is tc,). Following Bradley-
Terry notation and considering the appropriate likelihoods for
symmetrical pairs within a repetition and for all n repetitions, we
reach the likeUhood function in the general form as

t

L(7i)== (TCj _ (])
1=1
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where

and

k=\j=i-\
i+\

Ageneral class oftests of the null hypothesis
Ho: Tf - IIt

0=1,2, ..,0

Ha : Ki^Kih)

(/z=l, 2, m),

' = J7i-l+l, Jft

5-0=0,
Sm= t,

/i=l

A=the mdex for the class in which a treatment rating^falls, ja=the
cumulative number of ratings up toclass h and OT=the number of
classes mwhich the treatment ratings are equal, is made by maximi
sing In L using Lagrange's multipliers and deriving the general test
statistic which is a monotonic function of the likelihood ratio (i.e.,
Inh). The normal equations to obtain p{h), the estimate of nQi) are

against

where

and

_ n{sn—Sn-i—\)
P{h) J{h)

« n

p{h)-\p{h-\-\) p{h)-\-p{h-\)
=0(/i=l,2,

m

^ (jfc-jft-i) pQi)=\
h=i

...(2)
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where

^.-2 k- 2 S ruk

i=s„+i '•=! y=j-i

and the test statistic

B=- 2] Au\ogpih) +n ^
h=l h=l

m

+«£ \os{p(hHp{h+\)}+n(t-m)log2. ...(3)
h=\

Hence the asymptotic test statistic becomes

T=—2 lnA=2nt Inl-IB In 10.

where In, log ate logarithms to base e and 10 respectively.

The two special tests work out as follows :

Case 1. Hy : no is assumed equal to any The
normal equations in this case are

—-II E (/'i+Pj)-'=0 (/-I, 2 » •..(4)
i-l-l <s

1+1

subject to the constraint

£ f,-l -(5)
»=1

The solution of these equations can be obtained by iteration. The test
statistic becomes

1 t

logC/'i+Pi+O-J Oilogpt ...(6)
/=! j=l

An asymptotic test is provided by the statistic
r'"=2«i/n2-2B<i>/nio -(7)

Under TQ) is distributed as a central with (J-l) degree
of freedom.
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Case 2.

H2 : 7ri=7:(/=l, 2, s),

='»^'(;=j+l; ... 0.

The likelihood function under is

where

5-

-5i=^ ai-nis~l)
i=l

and

t

B2=^ ai—n (;—j—1).
/=i+l

The estimation equations are

^-2« (/»-/)-!=0 ...(8)
^-2«(/7+;j')-i=0 ...(9)

subject to the constraint

V+0-5);?'=l ...(10)
where

p'={l-sp)j(^t-s),

p being an estimate of it. Then

5'2>=2« log {p+p')^n{t—2) log 2
—jBi logila log / •••(11)

rO=2iH /«2-~2£<2) In10

which under the null hypothesis isdistributed as a chi-square with
one degree of freedom. For exact test the distribution of5(=) should
be tabled.

An estimate /> of Jt is given by

Z

^°(2«-Z) (r-5)+Z,
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where X is the number of times a treatment of the first group, ranks
above a treatment of the second group. From the model for paired
comparisons, the probability that a treatment i ol the first group
ranks above a treatment j of the second group in any ofthe n repeti
tions is

" (t-s)
P(rm=l)- "l+(r-2s)-

Then

XEst P{rm=l)=^

which shows that case (2) reduces to the sign test.

2.2. Alternative Methods of Derivation of the Lilielihood under
Case (1)

It may be noted that the likelihood function (1) may also be set
up in the following two ways :

(a) Consider the generalised likelihood for full pairs with tta
repetitions on pair (i,j) from Dykstra (1960). Put
for pairs compared and zero for the others. Then

t

L(tc)= I I Jtj
/=1

where oj is the number of preferences for treatment i from
the whole experiment.

(b) Start with the general likelihood for multi-variate paired
comparisons with p variables and na repetitions per pair
Q,j) set up by Davidson and Bradley (1969).

To obtain the likelihood under Case (1) put

p=l,

««=««> 1+1

=n,

Asli,j)=aii

=. the number ofpreferences for i in the comparisons of(?,;)and
InbiSlij)'=0, where the symbols have the same meanings as in Davidson
and Bradley. Then

/ t

•In I(tc)= ^ In 7t<-n J] In (7t<—tej+i).
i=l 1=1
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2.3. Tables for BC)

The fi(i) function under case (1) has been tabled for a limited
number of cases. For

X=l,

b==3,

r=2

and

k^2,

the Bradley-Terry tables for full pairs can be used since the 50)
function and the corresponding probabilities in this caseare identical.
Tables are given in the Appendix corresponding to parametric
combinations for

t=4,

7J=1, 2

r=5,

1.

and

2.4. Power Function for Symmetrical Pairs

Consider the generalized power function for multivariate paired
comparisons (Davidson and Bradley, 1970). The non-centrality
parameter for the distribution of the likelihood ratio statistic in our
case can be obtained therefrom by appropriate substitutions as

When

and

1=1

N=nt

t

= tl2

/•=!

r t

Sr—Si 8(+j
1=11=1

.. (12)
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If we could consider alternatives of the type

1 , lin
t V n

where

Urn Tan=T<
n-^a

so that

Si

(12) can be put in the form
r /

i=l i=l

Ti Y«+i

a result which we can get, if we derive the expression from first
principles. Hence given in (7) has a non-central distribution
with (t-1) degrees of freedom and non-centrality parameter K The
limiting distribution of T^) under is given by

r(l) p-ll2X^ ^ (7'(1))1/2 \h
A?"'")-- 21'̂ 2^ r[i + h\

h=0

Then the power of the BT model for symmetrical pairs is given by
cc

?-i, oc)=

f-i

where is the a-level significance value of a central 7? distri
bution with (<-1) d.f. Hence the powers ean be directly read from
the charts of Pearson and Hartley (1951).

2.5. Generalised Asymptotic Relative Efficiency
Davidson and Bradley (1970) have adapted to the multivariate

situation the general asymptotic efficiency of test
defined by Hoeffding and Rosenblatt (1955) and Noether (1957). The
theory of the test procedure is as follows. Let the test parameter be

where 0° is the value of 0 under null-hypothesis. Let the test statis
tic T under Ho have the limiting c.d.f. (0 and under the alterna
tive (13) the limiting c.d.f. i/, (i, d). Let t be such that (f..
= 1—a and D(a, P) be the value of J for which A'*'p)J
=1-pwhere Kand pare respectively the type I and type 11 error
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rates. Given two tests Ti and T^, the asymptotic efficiency of r, and
7^2 is defined as

1

(«, P)=[£)2 (a, P)/Z)i(a, p)] ...(15)
Applying this to the comparison of symmetrical pairs to full pairs
we find that Dj (a, p) for symmetrical pairs is such that

P)]=l-P.
In our test situation

^nd di„-^0 as H->co

Hence 0° = O.

Thus
^ N-N

when r= 1.

Hence (a, (3) is the value of A' corresponding to a and p,
from the limiting distribution of T'. Similarly (a, P) can be
obtained from the limiting distribution of T. Hence the eflBciency of
T to T is

^ «, P)
A'(r-l,a, p)

Thus both tests are asymptotically equally efiicient. Comparing
symmetrical pairs T' with the corresponding multi-binominal proce
dure T/, it is easily seen that

Et't
' A'(r_l,a,p)

where A', A'j are the non-centrality parameters of the corresponding
limiting distributions of T' and T/. The values of this efficiency are
computed for t=2, 3, 4 and a=3p="05 and presented below

^ K p Et't's
2 -05 -05 1-167
3 -05 -05 1-129
4 -05 -05, 1-075

2-6. A Test for Appropriateness of the BT Model for Symmetrical
Pairs

With unequal number of observations per pair, the test statistic
becomes

X2=-2/«X

=2/«10(

' i /
"h i+i log Qi, i+1 - 2]"/' i+1 log tii, i+i+B
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the null distribution for which is a central chi-square with one degree
of freedom.

3. Bradley-Terry Model with Ties

3-1. The Model. A Bradley-Terry Model for symmetrical
pairs with ties can be developed as follows

Let the treatments have true treatment ratings tii, on

asubjective continuumsuch that 7t<>0 1, 2,...,0 and ^ :ti=l.
1=1

The probability that i is preferred to j when i and; are compared is
oc

Sech^ {yl2) dy where Vi=lnKi.
-{Vi-Vi)

It is evident from this function that TTij depends only on (Vi-Vj)
where (Vi —Vj) is the difference between the true merits of treatment
i and treatment j and the probability of judge preferring i to J is a
monotonic increasing function of (Vi—V,). Let us consider da as the
judge's estimate of difference (K-V,). Then the distribution function
of dij is assumed to be

00

P(dij>d)=l Secii'(yl2)dy
-(Vi-V,)+d

The judge will prefer i to j ifda is positive. Then

]et 0=Exp. V) and 7i;(=Exp. Vi (/=1, 2,..., 0,

where y) is a threshold parameter of sensory perception for the judge.
From these the preference probabilities will be

+ + and

Kj 1)
" (Ki + 9nj){6in-{-iTj)

3 2 Estimation of 0 and ti '̂s. Using the formulations and
notations as in Rao and Kupper (1967) the likelihood ofthe observed
outcome of the experiment is propor tional to

t t

L{n, 0)=(0^-l)'̂ -" O H
i i=V

;=/-l &/+1
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1

and the estimation equations become

'y. ~

and

j=i-\ &
/+1

/=i-i &
'•+1

i

E '̂=1
j=i

t

and2(N-«)9#-])_ J] J ...(16)
1=1 7=1-1 &

'•+1

This system of equations can be solved for 0and/>i (/=1, -.,2, ..,Ot>y
an iterative procedure.

3'3. Tests of Hypotheses. The two large sample tests of
hypotheses to test for the treatment ratings pi and threshold para
meter 0 give expressions for test statistics which can be obtained
from adjustments for summation from Rao and Kupper (1967).

Test 3. The adequacy of the model can be tested by
t

(jij. u j-i—rj, i-i Pi. i, j-,)-
'"i, <-l Pi- i, i-\

3^3^= £
/=-l

I («0. i, i-j—rj, i-t Po. j. (nj^i. i, t-t—n, i-i Pi-i- i, i-iY'
fit Po- »J f-l I'i, i-i Pi-l- i, i~i

where pg. <, ,._i, Pi. t, i_^ and pi_i ,-_i

are the estimates for tco. i. tt,-. and 7ri_j. j-_] respectively.
For large samples X3® will have an approximate distribution with t
degrees of freedom.

4. Illustrative Examples

(0 In an experiment for comparing four improved varieties
of wheat for texture using symmetrical pairs with 77 = 2, the score
vector was found to be (3, 0, 4,1) for the varieties labelled 1 to 4.
Then for the test under case (i) of the BT Model without ties the
ratings vector as obtained from the normal equations is ("325, .10.
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•45,-125) with a probability -0312 (from appendix). Thus under
the null hypotheses the probability of obtaining such a score vector
is very small. Thus the varieties difTer significantly among them
selves for texture. Under the general hypotheses and case (2) we
can only perform the asymptotic tests because the B and B"" func
tions have not been tabled. Under case (2) for the score vector
(3,0, 4,1), we test the hypothesis thatpi=p2^P and pa^pi=p'-
Then 5i=l and £3=3 ; ;? = -125; p'=-375 from (8) and (9). Hence
5'^' from (11) equals 2-1810 and r<2'=6'0684 which at one degree
of freedom and "05 level is significant, Thus the groups differ
significantly.

Consider the general hypothesis

Ha '• 'ti= '^2= '''(a) j '^3= '^(2) j

Then the score vector under the modified hypothesis in the above
example becomes (3, 4, 1). Using equation (2) the ratings by
an iterative procedure, work out approximately as ;'(i) = '32,
/?,2)=--17 ;A3)=19. Then from (3) 5=-7839 and r-7-4804. For
2 degrees of freedom and "05 level of probability this T is significant
showing that the groups differ significantly among themselves.

{ii) For the illustration of the model with ties we use the data
of an experiment on palatability testing conducted in the Quality
Testing Laboratory of the Indian Agricultural Research Institute,
New Delhi. Five improved varieties of wheat namely 1. Kalyan
Sona, 2. Sonalika, 3. Choti Lerma, 4. Sharbati.Sonora, and 5. N.P.
718 were used for the test. Five judges were selected by the duo-
trio lest. The symmetrical pairs were randomised and presented in
random order to each jadge. The experiment was replicated thrice.
The data pooled over the judges are given below:

i Pair no-ii itj.ij Total

1. (1,2) 5 3 7 15

2. (2,3) 6 . 4 5 15

3. (3,4) 6 3 6 15

4. (4,5) 4 3 8 15

5. (5.1) 6 2 7 15

Here N, the total numbers of trials =75 and n, the number of trials
which gave no tie =60. An approximate set of solutions is given
by 0=-63 ; p^=-U •, p^=-2S •, p^^'lS ; and i?6='39.
Then to test the hypothesis //o : ti=l/5 against the alternative :

the test statistic from [9] viz )Ci^ = 86'67 which is highly
significant at 4 degrees of freedom. Thus the varieties diifer signific
antly in palatability. ^
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To test for the threshold parameter 9= '5 against the alternative
^9^"5, we get a new set ofsolutions ofpi's under the hypothesis that
0=-5as/7/=-18 ; /2=-20;/73'=-21;/)/ = -23 ;;>5'=-18. Thus
from [4], works out to be 32"382 which is significant for 1 degree of
freedom. Hence the threshold parameter is significantly different
from "5.
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APPENDIX

Tables for Symmetrical Pairs

r=4, fc=4, k=2, r=2, n —1

(f=number of objects ; 6=number of pairs ; A:=plot size,
r=number of replications of an object; n=number of repetitions
per pair).

ai "2 Oa 04 Pi Pi Ps ^4 5(1) P

2 0 2 0 •5 0 •5 0 0 •125

2 1 0 1 •25 •25 •25 •25 1^20412 •875

1 1 1 1 •25 •25 •25 •25 r20412 1^000

r=4 , 8, A:=2,

II

=2

fla as 04 Pi /'2 Pi 5(1) P

4 0 4 (T •5 0 •5 0 0 •0078

3 3 0 2 •32 •32 •11 •25 •88098 -1641

4 2 0 2 •50 •20 •10 •20 1^28888 •2110

3 0 4 1 '325 •10 •45 •125 r32136 •2422

4 1 1 2 •5 •125 •125 •25 1^50722 •3985

3 2 1 2 •40 •25 •10 •25 r65801 •8048

3 1 1 3 '375 •125 '125 •375 1'71086 •9298

2 2 2 2 •25 •25 •25 •25 2^40824 1-0000

? = 5, = 5, 2, '•=2, « = 1

ai "2 as fl4 as Pi Pi Pi ^4 Pt 5(1) P

1 1 1 1 1 •2 -2 •2 . •2 •2'' •50515 •0625

2 1 1 2 0 •2 -2 •2 •2 •2 1-5051 •6875

2 0 2 0 1 •4 -1 •2 •2 •2 6-3250 1-0000


